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Abstract

We have developed an application of a full-body, non-
contact gesture interface for exploring cyberspace that pro-
vides immersive walk-through and information accessing
capabilities. The VisTA-walk system is designed for use at
the museum exhibitions where easy, durable, and pleasur-
able user interface is preferable. It uses a large projection
screen for immersive cyberspace presentation. VisTA-walk
allows the user to walk through “virtual villages” by tak-
ing physical steps and to retrieve information on objects
displayed in the scene by pointing at them.

We carefully designed the interface of VisTA-walk with
a simple video-based gesture recognition module, provid-
ing it with a minimal but comprehensive set of gestures as
its vocabulary. The mouse and gesture-based interfaces
are compared through subjective experimentation on walk-
through capability for ease of use and degree of immersive-
ness. The immersiveness achieved by the combined use of
the large screen and gesture interaction is comprehensively
evaluated.

1. Introduction

Virtual museums are one of the most effective applica-
tions of cyberspace, providing virtual, visual and informa-
tion spaces. Video wall displays are often equipped for
immersive presentation of exhibits and are also useful in
presenting to groups of people. However, the user interface
currently available for cyberspace, e.g. keyboard, mouse,
data glove and HMD, are not only cumbersome for the gen-
eral public but also have not been specifically designed for
such exhibits. A non-contact interface is especially desir-
able for immersive exhibits that use large video walls for
displaying cyberspace.

We have developed an application system for a virtual
museum exhibit using the pfinder [12], which is a full-body
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and non-contact gesture recognition module, as an interface
for exploring cyberspace. This interface provides ease to
use, no anxiety about breaking the system, system durabil-
ity, and pleasurable physical actions. The system is named
VisTA-walk, and is an interactive simulation tool for han-
dling archaeological data. It has a gesture interface for mu-
seum visitors and provides immersive virtual walk-through
and information-accessing capabilities. VisTA-walk uses
a large projection screen (170 inches) for immersive cy-
berspace presentations. With gesture interactions, it allows
users to walk through virtually reconstructed villages with
physical steps and to get information on objects in the scene
by using pointing gestures.

Full-body gesture interfaces have been explored in vari-
ous applications, such as environments of artificial life[8],
music and dance instruments[1, 2], video games[3, 7], play
spaces[16] and computer assisted performance[11]. The
VisTA-walk system uses the pfinder as its gesture interface
and is similar to the DOOM game application[13] in that
both systems provide a virtual walk-through and interaction
with the object in the virtual world. We carefully designed
the interface of VisTA-walk, providing it with a minimal but
comprehensive set of gestures as its vocabulary. We sepa-
rately assigned stepping and hand stretching gestures to the
walk-through and the object pointing, respectively. How-
ever, we left voice commands, which are used in DOOM
for indiscriminate object pointing, for work on future mul-
timodal interactions with a richer set of vocabulary.

In this paper, mouse and gesture-based interfaces for
walk-though are compared through subjective experimen-
tation for ease of use and degree of immersiveness. The rest
of this paper is organized as follows. Section 2 provides the
motivation of this research and an overview of the VisTA
and VisTA-walk systems. Section 3 discusses the usability
experiments of their user interfaces for museum exhibits.
Section 4 concludes this paper.



2 VisTA and VisTA-walk as Museum Exhibits
2.1 Testbeds for Future Museums

Generally, museums are places where artifacts are dis-
played and people study and enjoy history and art. How-
ever, it is difficult for traditional exhibits to convey a rich
knowledge of experts to all types of museum visitors who
may have different ages, interests, and knowledge levels.
Novel ways of presentation, such as using virtual reality
technology, is necessary for future museums[6].

Moreover, traditional exhibits cannot respond to visitor
requests for detailed information on artifacts and for access
to basic data. Access to basic data should be available
through intuitive and easy operations.

Nevertheless, it is important to consider museums as in-
stitutions that bind experts and members of the general pub-
lic, who do not have expert knowledge. In order to attract
the general public, the exhibition should be fun from the
start and lead to highly interactive sessions that allow the
visitor to explore the vast knowledge database of experts.

Thus, we have proposed Meta-Museum as a new con-
cept of the museum institution[5, 9] and have developed the
VisTA and VisTA-walk systems based on the concept. They
simulate the transition process of an ancient village[14].
Users can visualize the transition process through real-time
3D computer graphics after they interactively set the value
of each building’s lifetime. Users intuitively know the an-
cient landscape of the site because they can walk through the
reconstructed 3D CG village. The systems provide intuitive
information access through the selection of objects such as
buildings in the 3D CG scene. Moreover, the gesture inter-
action of the VisTA-walk system give users more pleasure
by letting them use natural physical actions and relieve their
anxieties about using a delicate computer system.

2.2 The VisTA system

VisTA consists of a module for managing a historical site
database, a space-time simulation module, a Web browser
and documents in HTML format, and viewers. With the
database management module, a user can store 3D land
models, locations of excavated buildings, and 3D building
models as basic data and input and/or modify hypotheses on
space-time transitions from an editing window. The space-
time simulation module allows users to walk through the
visualized ancient village in 3D CG by using two viewers
that provide scenes from different viewpoints as well as to
freely set the simulated year. The simulation and visualiza-
tion module is implemented in C++ using the Open Inventor
library. The Web browser is connected to the main object in
the viewers, and if this object is selected it shows the rele-
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Figure 1. User interface of VisTA
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Figure 2. Block diagram of the systems

vant HTML documents'. Fig. 1 shows the console window,
and a part of Fig. 2 shows the internal structure of VisTA.

We displayed the VisTA system at the Ori-Amu Museum
in Osaka from November 4 to December 3, 1996 to eval-
uate the effectiveness of the system for non-experts. For
the user interface, this version provided only a mouse as
the input device to let users concentrate on experiencing
the contents. After analyzing questionnaires completed by
visitors, we concluded that even the simplified mouse user
interface is difficult for those unfamiliar with PCs and should
be improved, even though the system greatly helped visitors
understand the contents of the exhibition.

2.3 Overview of VisTA-walk

VisTA-walk has a gesture interface for input and a 170-
inch screen as its output interface in addition to the original
mouse and keyboard interfaces of VisTA (Fig. 2).

The camera installed on top of the screen captures the
image of the user standing in front of the screen. This image

'1t is easy to convert this part of the system to VRML.



Figure 3. Example image captured by pfinder

is sent to the pfinder program([12], which detects the gestures
and position of the user. Pfinder first extracts the area of
the user from the captured image and recognizes the head,
hands, body, and feet of the user. It then recognizes gestures
like standing, sitting, and raising hand(s) and the position of
the user. Figure 3 shows an example of the captured image
and the edge of the user extracted by pfinder.

Gestures recognized through the process are interpreted
as commands to either walk through the virtual village dis-
played on the screen, change viewpoints, or select a building
and get information[10]. The following are major interac-
tions of VisTA: (i) walking through a virtual space for explo-
ration, and (ii) pointing at an object in a virtual space to get
reference records. Users are allowed to use different parts
of the body for these two independent interactions. Based
on this principle, a plausible approach to interaction design
is for the standing position to control walking-through and
for the hand gestures to control pointing. Table 1 lists the
gesture commands.

2.3.1 Gestures for Walk-through

How can we assign a standing position to the control events
of the walk-through system? There are at least three choices
of control schemes: mouse, joystick[13], or steering wheel
and accelerator. The positioning action of a mouse is that
of a locator-type device, while a joystick and a steering
wheel are valuator-type devices. According to the termi-
nology proposed in [15], a valuator-type device is classified
to the “Isotonic Rate” control scheme. We employ a steer-
ing wheel-like control scheme for gesture interaction in the
VisTA-walk system.

Similar to the movement of a steering wheel, stepping
aside from the neutral position is used to steer the direction
of walking. Stepping forward or backward is assigned to an
accelerator with which a user moves the viewing position
forward or backward in the virtual environment. In order to
stop at a desired point in a scene, a user must return to the
neutral position.

The speed of steering and walking is proportional to the
stepping distance from the neutral position, and the ratio
of speed to distance affects the assessment of usability. If
the speed is too fast, a user can quickly arrive within the
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Table 1. List of gesture commands

Gesture Command
stand on the neutral position | stop

step forward move forward
step backward move backward

step right rotate right

step left rotate left

raise a hand select a building
raise both hands look up

crouch lower viewpoint

proximity of a destination point, but it is difficult to stop at
the exact desired point. On the other hand, if the speed is
too slow, a user may have to step far from the neutral point
to quickly arrive at a point; stopping at the desired point
necessitates moving back by several steps, and this causes
inaccuracy.

The reason we chose not to use the mouse control scheme
is that the area in which the user can move is limited; fur-
thermore, the user cannot warp over the position without
creating sensor events, which may be often desired in the
mouse control scheme. In joystick control scheme, the po-
sition is used for the velocity vector. This would be a good
scheme if we had another way to change the orientation,
for example by using a horizontal body rotation recogni-
tion algorithm. In any case, it would require a much larger
vocabulary of recognized gestures or require more dimen-
sions in the recognized space. The steering wheel control
scheme makes it possible to come face to face with the target
building by only using walking gestures.

The gestures of raising both hands and crouching are
interpreted as commands to change viewpoint. A user raises
both hands to look up and crouch to lower the viewing
position. These changes in the viewing elevation and the
viewing position facilitate immersive sensations for a user.
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The current interpretation of pointing gestures are a “left
one” or a “right one”. The VisTA-Walk gesture interpreter
uses the output recognition results of pfinder, e.g., “stretch
left/right hand™ or “raise left/right hand”. The interpreter
chooses an object on the left (right) side when it detects
a “left (right) one” request from pfinder outputs. Fig. 4
depicts how a user uses VisTA-walk. In this case, the user
raises her left hand to select the house and get information
about it in the right top window. That is, raising one hand is
interpreted as an object selection command.

The pointing actions recognized by pfinder are insuffi-
cient to locate a particular object among many, and this
is due to the camera position. Pointing and stretching a

Gestures for Pointing at Objects



Figure 4. A snapshot of a user in VisTA-walk

hand toward the screen is hard to detect because the cam-
era is on top of the screen. Stereoscopic muitiple camera
arrangement is necessary to get complete 3-D information
about hand and body gestures[4], and such an arrangement
is presently impractical because many cameras would be
necessary to cover the complete area of a user in motion.

3 Experiment of Usability

In order to evaluate whether the gesture interface is effec-
tive as a user interface for systems used in museum exhibits,
we executed subjective experiments on VisTA, VisTA-walk
and VisTA170, which was prepared for the experiment.
VisTA170 uses a mouse as its input device, which is set
on the stand located in front of the screen, and a 170-inch
screen as its output device.

The subjects were five researchers, six secretaries, five
undergraduate students, and four expert users of VisTA and
VisTA-walk. Researchers are fully practiced in operating
PCs and mouse, and secretaries arc rather practiced in this
operation while students are not so good at handling a mouse.
Except for the expert users, none of the subjects has ever
used VisTA, VisTA-walk, or VisTA170 before.

The learning effect of these three kinds of systems was
compensated by execution in different orders for different
subjects. As for VisTA-walk, in order to observe the change
in operability according to the change in mapping between
the distance of the user’s movement and speed in the virtual
space, we tested five different speeds. The slowest VisTA-
walk is called VisTA-walk-1 (V-w-1), and the fastest VisTA-
walk is called VisTA-walk-5 (V-w-5). The linear mappings
between distance of movement and speed are shown in Fig.
5. The mappings of rotational movement are done in similar
way.

The task for subjects is to walk through the course (Fig.
6) from start to goal as fast as possible while passing three
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Figure 5. Mapping between distance and speed

Figure 6. Experimental course

houses. To check if they pass the specified houses in the
correct order, we ordered subjects to stop at the center of
each house.

For each subject, this task is repeated three times for
VisTA, each of the five different VisTA-walk speeds, and
VisTA170, i.e. seven systems in total, and we measured
time and distance. In addition, we asked subjects to fill out
a questionnaire consisting of a five-grade evaluation and a
place for free comments after they finished one experiment.
The results of subjective evaluations and measured values of
time and distance are shown in Figs. 7, 8, and 9, respectively.

3.1 Evaluation 1: Realistic sensation and
operational ease

From Fig. 7, we can see that VisTA has a less realistic
sensation than VisTA170 and the five different VisTA-walk
speeds. However, compared with VisTA 170, VisTA is easier
to operate. This is supported by the fact that average time
and average distance of VisTA170 are longer than those
of VisTA (Fig. 8 and 9). In particular, the difference of
distance is significant by the r-test. Accordingly, we can say
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Figure 7. Subjective rating of the seven systems
(average of all subjects)

that a large screen can give a more realistic sensation while it
decreases operational ease when it is used with a traditional
mouse interface. There is no significant difference between
VisTA and V-w-3 or V-w-4 in terms of average elapsed time.
This suggests that the gesture interface is equal to a mouse
in operational efficiency.

Consequently, it is not sufficient to simply enlarge the
screen but necessary to apply a suitable interface to provide
both a realistic sensation and an easy-to-use interface. It is
also clear that a gesture interface can provide an operational
efficiency equal to that of VisTA while providing a more
realistic sensation than VisTA. We can thus conclude that
a gesture interface is suitable for systems that use a large
screen for immersive presentations in museum exhibits.

3.2 Evaluation 2: Speed and operational
ease

What is the appropriate mapping between the amount
of movement in real space and the speed in virtual space
when a gesture interface is used for walking through the
virtual space? The time needed to travel the course can
be theoretically reduced to 50%, 25%, 12.5%, and 8.3%
in the V-w-n (n = 2,3,4,5) systems compared with V-w-1.
However, the experimental results are different. Though
travel time is reduced to about 52% in V-w-2, it is reduced
at most to about 36%, 38%, and 35% in V-w-3, V-w-4,
and V-w-5, respectively. As for the migration distance, it
is almost equal to the theoretical distance of the course in
V-w-1 and V-w-2. It is longer than the theoretical distance
in V-w-3, V-w-4, and V-w-5 (Fig. 9).

To explain this situation, we show an example of typical
movements of a subject in Fig. 10. The horizontal axis
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indicates the elapsed time from start to goal, and the verti-
cal axis indicates the distance in a straight line to the target
house. Since there are three target houses in the experimen-
tal course, there are three points where the distance is almost
equal to zero meter?. The distance to each target decreases
linearly in V-w-2. In contrast, increase and decrease in dis-
tance is frequent in V-w-5. This is because it gets more
difficult to stop, and at that point users pass back and forth
across the target if the speed increases.

From these observations, we can see that if the speed
increases moderately it takes less time to reach the goal,
while it takes more time and more distance if the speed
increases excessively. In subjective evaluation, V-w-1 and
V-w-2 received good results for ease of operation, while
some subjects answered that they become irritated at the
slow speed in V-w-1. Therefore, we decided that a mapping
between V-w-2 and V-w-3 would be appropriate to shorten
the migration time and reduce useless movement.

4 Conclusion

This paper described VisTA and VisTA-walk, which were
developed as parts of the Meta-Museum project. With the
goal of assisting experts in their studies, VisTA allows them
to easily set up and test hypotheses on the space-time tran-
sition of ancient villages by visualizing simulated transition
processes of the villages with 3D CG. On the other hand,
VisTA-walk is a tool for experts to convey their knowledge
acquired with VisTA to the general public; furthermore, it
has a gesture-based user interface, different from VisTA,
that is suitable for use in museum exhibits. We evaluated
the effectiveness of the user interface by subjective experi-

2The condition to clear each target is to stop within a three-meter radius
from the center of the house.
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Figure 10. Typical example of movement

ment. The results show that the gesture-based user interface
is suitable for museum exhibits because it is easy to use
and can give a very realistic sensation without the need for
burdensome external devices.

From next spring, VisTA-walk will be displayed in a
state-of-the-art technology gallery, which we regard as a
predecessor to the museum of the future. We hope to observe
how visitors interact with VisTA-walk and then propose
better user interfaces based on the results.
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